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Summary 

Filter techniques for noise reduction and amplification of desired informa
tion are of great importance in digital image analysis . Two-dimensional fil 
ter theory is shortly presented . The effects of some designed filters are 
described . The results of digital correlation after image filtering are 
compared to those received without filtering . It is shown that especially a 
low pass filter increases exactness and efficiency of the objective func 
tion at the corre l at i on process in a high degree . 

1. Introduction 

Remote sensing images of the earth's surface become a more and more indis 
pensable data material for the research in various geoscience disciplines 
because of their great information contents . For a long while the photo
grammetry has been using conventional aerial photographs taken by air'crafts 
for their purposes . New remote sensing systems (satellites) and sensors 
(mu l tispectral line scanners, radar) enlarged tasks and chances of the pho
togrammetry in the recent years . 
Lately it led to an extra branch of knowledge, the remote sensing . 
This topic is studied by severa l projects of the Sonderforschungsbereich 
(SFB) 149 "Surveying and Remote Sensing Methods at Coasts and Oceans" at the 
University of Hannover . The test areas are the tidal zones of the North 
Sea near Wilhelmshaven . Because of the increasing "flood of data" and the 
partly even digital working remote sensing recorders the SFB 149 has in
stalled an image processing system for analog/digital transformation and 
further digital image evaluation . (1) 

For the purpose of rectification, change detection and classification in mul 
titemporal pictures it is necessary to find out identical po i nts in diffe
rent images of the same object . One way leading to this is the application 
of similarity or correlation algorithms . A great number of them is descri 
bed in (2) . The preceding digital filtering is one effort to increase exact-
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ness and quality of the correlation process . 

2. Fundamenta 1 s 

Search and reference image for the correlation process are digitized in the 
range [0. 255]. Two objective functions to detect identical points in both 
i mages are implemented in the corre l ation process: 
a) the 11 normal 11 product moment correlation coeff i cient r(Ax,Ay) with values 

between -1 and +1, 
b) the correlation intensity coeff i cient I(Ax,Ay) with the limi ts 0 and +1, 

which was derived from coherent optical considerations . The image signal 
is mapped on the complex plane and the intensity of the complex corre l a
tion function is computed . 

The sh ift vector (Ax,4y) of the maximum of both fuctions gives the most pro
bable position of a control point of the reference image in the search 
image. (2)(3) 

In general fi lters are appl i ed to separate des i red from undesired informa
tion . The original ground signal g i s distorted by several influences caused 
by atmospheric conditions, recording systems and analog/digital transforma
tions . These di stortions lead to a fa l sified image signal s: 

s = A(g) . 

Thereby the operator A represents the sum of all distortion influences . An 
i deal filter F on the other side is an operator which restores the orig i

na l signal g 

g = F(s). 

Because of the sampling theorem an entire signa l restortion is not possib l e . 
Hence such an ideal filter F is not construct i ble . Therefore it i s necessary 
to design various f ilters F. for different ai ms (e .g. low pass f ilters for 
noise reduction) 1 

s ~ = F. (s) 
1 1 

A filter F is ca ll ed linear if 

F(c · s1+s2) = c F(s 1) + F(s 2) 

for an arbitra ry constant c . Furthermore if 

s ' (x -x
0

, y-y
0

) = F(s(x -x
0

, y-y
0

) ) 

for arbitrary x ,y the f ilter i s ca ll ed shift -invar i ant. 
A linear filter0 co8ld be described in the spat i al domain by its unit pulse 
response . (4) If its unit impul se res ponse is finite, we ca ll the fi l ter non
recur s i v. 
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Filters with the above mentioned restrictions are sufficient for our aims. 
They are easier to design and show no stability problems. A general view of 
filter techniques give Huang et al. in (5). 

Linear nonrecursive filtering could be carried out in two ways: either in 
the spatial or in the frequency domain. In the first case the filtering of 
an image s(x,y) with a filter function f(u,v) leads to a two-dimensional 
convolution: 

()0 Oe1 

s'(x,y) = f*s = j j f(u,v) s(x-u,y-v)du dv (6) _., _.., 
With digital image data S(i,j) the filter function f changes to a filterma
trix F and integration to summation. Thus the equation becomes 

S' (i ,j) = F*S = L L F(m,n)S(i-m,j-n) (4)(6) 

m n 

From a certain size of the filter matrix it is more time-saving to carry out 
the filtering in the frequency domain because convolution in the spatial 
domain corresponds to a multiplication in the frequency domain. For that 
purpose a Fourier transform (FT) transmits picture and filter in the frequen
cy domain. Fig.1 shows the connexions between filtering in both regions. 

spatial domain transform frequency domain 

image s(x,y) -~> FT[s(xy)] QJ(fx,fy) [ 
-1.-

~~~--~ ~ 

filtering s'-= f•s Sp'=.H • Sp 
t "' filtered image s'(xy) 

Fig.1: Filtering in the spatial and frequency domain 

A filter process in the frequency domain needs three FTs: at first image and 
filter are transformed, then the image must be re-transformed. On the other 
hand in most cases filtering in the spatial regime also requires an image 
transform to design an optimal filter with respect to a spectral analysis 
of the picture. In the following the latter method has been used. 

3. Picture pre-processing 

Tidal lands differ from almost all continental areas because of their homo
geneous structure (2). It therefore is not surprising that the spectrum of 
their photographs shows informations that are worth mentioning only in a 
small band of low frequencies. Fig.2 presents 8 corresponding sections of 
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two overlapping aerial photographs (RMK) of wet zones and the i r power ?Pec
tra. The size of one digitized section is 128x128 picture elements (pixel) . 
The sampling rate was ~x = 100 ~m and the Nyquistfrequency was computed 
to 

1 
fN = 2~x = 5 lp/mm. 

The or iginal scale of the photograph is 1:2000. 

Fig . 2: Aerial photographs of tidal lands and their power spectra 
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Fig.3: Onedimensional power spectrum 

~96. 

To make it clearer Fig . 3 shows 
a onedimensional spectrum cut . 
The frequencies were normalized 
by the Nyquistfrequency and the 
signal mean was substracted be
fore the FT was done . That 
means that the high amplitude 
of the zerofrequency was set 
to zero . In the high frequency 
range only little intensity 
exists . Information and noise 
hardly can be separated. 



Starting from the spectral analysis three di fferent f i lters are designed : a 
low pass, a band pass (with emphas i s on the middl e down to the low frequen 
cies) and a high pass fi l ter . Thereby we worked with a method presented in 
(4) . We chose the curve of onedimensional filter transfer function, made it 
twodimensional by rotation and transformed it into a filter matrix by an in 
verse FT . The computat i ons for that have been done by the image processing 
system DIBIAS of the German Space Center DFVLR in Oberpfaffenhofen . 
Fig .4-6 show the transfer functions of the se l ected filters . 

1 . 1] 1 . n 

o. 'i I 
o.s 

8.n n. s 1.0 f / fN 0. 0 0 .5 1.0 f/fN 

Fig .4: Transfer function/low pass 
filter 

Fi g. 5: Transfer function/band 
pass filter 

1 . 11 

Jl.i l tJ.S 1 .IJ 

Fig . 6: Transfer function/ high pass 
filter 

The effects of the f i lters are shown in Fig . 7: 
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Fig.7 : Original and filtered scene 

4. Correlation results 

As expected the hig h pass filtered 
image shows on ly a homogeneous grey 
area, thus it contains no informa
tions . The filtered high-frequency 
part of the s ignal con t ains real 
pu r e noise. 

In the following we compare the resu lts of .the correlation process without 
filtering to those received after a pre-filtering with a low and a band pass 
filter . For this purpose in all three image pairs the same pi cture was cho
sen as reference image and the other as search image respectively. In the re
ference images four windows of 11x11 size around the midd l e of the four image 
sections were chosen as pattern matrices. 
On the other hand the search matrices cons i st of the whole 128x128 pi xe l 
search image.(2) 
The correlation results are listed in tab l e 1. 

*) U = unfiltered, B = band pass fi l ter, L = low pass fi l ter 

Point r I Filter*) position parameter of 
number max max 

rmax I 
-1~ r&+1 O~I ~ +1 max 

line co l umn line co l umn 

0. 664 0. 626 u 66 22 
1 0. 903 0. 787 L 50 52 50 52 

0. 922 0. 990 B 66 22 

0. 726 0. 514 u 
2 0. 912 0. 767 L 180 55 180 55 

0. 925 0. 786 B 

0.800 0. 574 u 101 141 
3 0. 934 0. 775 L 46 180 46 180 

0. 932 0. 761 B 

0. 906 0. 781 u 
4 0. 954 0.876 L 176 182 176 182 

0. 959 0. 869 B 
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To explain these findings Fig.S shows the reference image (here the unfiltered 
one) with the marked contro l po ints . Fig.9-11 illustrate the results of the 
corre l at i on process without filtering and with precedent l ow and band pass 
fi l tering . 

Fig.8: 

Reference image with 
control points 

One can eas il y estimate by the human eye that both objective funct i ons give 
the right results on ly in the l ow pass fi l tered image. Also the values of 
the corre l ation max . are decidedly higher than 'those of the unfil tered 
image. The reason for the fa ilure of the 0. 99 in tensity coeff i cient after 
the band pass filtering at po int 1 is not qu i te cl ear . It may be that a high 
distortion in the emphas ized frequency band of the search image leads to 
the wrong position as the unfiltered and band pass filtered pictures show 
the same effects . 
In any case l ow pass filtering removes the distortion and achieves the right 
results. The values of t he correlat i on coeffic ient are between 0. 90 and 0. 95 
and by that near to autocorre lat i on . 
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Fig . 9: 

Un f iltered search 
image with the mea 
sur ing pos iti ons 
of the corre l ation 
coefficient (white) 
and t he intensity 
coeffi cient (b l ack 
if different) 

Fig .1 0: 

Low pass fi ltered 
sea r ch image 



5. Conc lus ions 

Fig.11: 
Band pass fi l tered 
search image 

The convincing find ings from the section above let us come to the conclusion 
that digital correl ation of remote sens i ng imagery from unstructured lands can 
onl y be successfu ll y automated by precedent image filtering . 
A low pass fi lter shows good results and less susceptance to failure than a 
band pass filter. Due to these experiences filter techniques shal l be tested 
with mu ltitempora l corre lat i on li kewise. Also additional filters shall be put 
to test with other films and sensors to extract their relationship from these 
parameters . The most effective ones can be integrated in the corre l at i on con 
cept . Moreover we hope that the filter matrices can become smaller to save 
computat i on time . The f ilters represented here had a size of 9x9 and 13x13 . 
But after all digital corre l ation with previous low pass f iltering turned 
out to be an effect ive method to detect homologeous points in different ima
ges even of unstructured objects . 
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